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Partnering to Bring You A Simplified SDS Appliance

‘SUPERMICR\Q ‘5‘nexenta” @SEAGATE

Simple, Scalable, High-Availability Storage

for Seamless “Out-of-the Box” Deployments

v' Leverage hardware and software innovation from industry leaders
v Enterprise feature set for your essential applications and workloads

v' Easy to purchase and support - all through Supermicro
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¢=a  Addressing Key Enterprise Storage Challenges

No Compromise Enterprise Feature Set Delivering Simplicity & Scale
* Flexible & agile solution » Unified block & file services * Intuitive Ul & advanced Analytics
* All-Flash & Hybrid Options * In-line data reduction *  VMware, Hyper-V Integration
* Industry leading TCO » High performance replication » SDS appliance w/ scalable options
High Availability Data Integrity Fully Integrated Solutions
Highly Agile & Flexible Application-specific Optimizations Highly Scalable & Manageable
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Grmmacs Simple to Deploy, Highly-Available Servers

Fully Redundant Hot-Swap Design All-Flash

= Redundant Hot-swap nodes
= Redundant Hot-swap fans and power supplies

Unified File and Block Connectivity

= Unified File (NFS and SMB) and Block (FC and iSCSI)
services

= Full suite of enterprise data services
= Inline data reduction

3-Year Service Included
v 3-Year Next Business Day Onsite*
v" Remote installation service

v Optional Service upgrades available for 4-hour
response and up to 5 years of coverage*
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Grmmacs Hardware Architecture

Reliable Affordable
Fully redundant Hot-swap/HA The Total Solution for Nexenta
storage nodes c_;ffenng lets users select an application
B transparent failover optimized base deployment and
!.o}.’:—::“'&"““"' - scale as their needs grow
H{ i . }
EIII R
N EE’ eis LIIIIII:I‘L‘
22 - BANARN ‘s‘.\ 2x slots for user selectable
—~ o oo ® tworki
A EEARE N
| » Fibre Channel

Built-in 10GBase-T Networking ax 15&sec SAS3
With IPMI link between nodes for easy X Sec
remote manageability

expansion ports

Expandable

Each SBB Supports up to 2x JBOD
expansion chassis
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@ System Expansion

Each model supports predefined capacity configurations. This allows g

users to deploy fully expanded systems from the start or simply 3

expand by designated increments as their needs grow.

1. Choose base system with media and performance T

that meets your requirement {2 | Eomsoncmsss 4

v 19TBSSD B
v 38TBSSD B it
v Performance-Hybrid model using SSD caching and 2TB rotational media e
v Hybrid model using SSD caching and 4TB rotational media
v Archive model with All rotational media (8TB drives)

2.  Select usable capacity
v Predefined capacity increments based on media and pool configuration

\
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Sursraaces Performance & High Availability

All Flash Hybrid Archive

IOP Performance Mixed Workload Online Archive

Use Cases: Virtual Environments, Use Cases: Back-up’ Disaster

Use C : High Perf VM, : ,
S8 +ases: Mign Fenbrmance Home Share, Enterprise Block & Files Recovery, Archive

Databases, Analytics, Mail Servers
« Upto 4 10GbE / 16Gbps FC o Upto4 10GbE / 16Gbps FC e Upto 4 10GbE / 16Gbps FC

e Capacity: 15TB to 184TB usable » Capacity: 20TB to 272TB usable o Capacity:128TB to 640TB usable

| o 2 Hybrid configs, options based on
workload

Up to 2x 44-Bay Expansion JBODs
Supported

e High capacity triple parity

e Up to 2x 44-Bay Expansion JBODs
Supported

e 1.9TB & 3.8TB drive configs

NVMe

. 1 Upto2x 24-Bay all Flash
"""" Expansion JBODs Supported
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Seagate Enterprise Device Portfolio

Hyperscale

— &
Q  Software-defined Storage
: 5
. HPC
S
Quad PCle (U.
2) JBODs Mission-Critical/Compute

Density, M.2 Storage Arrays Business-Critical/Near-Line
e Severs tforms USG~C Archival
\ o pla 9ses

PCle AIC
NVMe SSDs

PCle Add-in-Cards

st Performance/$

Highest GB/$

capabilities across Flash and HDDs; >1 Billion ARM CPUs shipped
pans Flash and HDD Portfolio across PCle, SAS and SATA
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Seagate 1200.2 SAS SSD
Unleashes the Full Performance Potential of an SDS All-Flash or Hybrid Array Solution

Enterprise storage solution empowered by:

¢+ Seagate 1.9 TB or 3.8 TB SAS SSDs
» Endurance of 3 DWPD
¢ Delivers scalable, high performance with certified turn-key SSDs
» Expand user capacity up to 184TB
¢ Key industry-leading partnership produces reliable solutions
> Seagate understands close engagements with technical partners
produce best-in-class solutions
» Solution fully integrated and tested by Nexenta for verified interoperability
» Seagate’s SSDs meet all enterprise storage performance and

management requirements TOtal Storage SO|Uti0n

G nexenta SUPERMICR®'
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Seagate 1200.2 SAS SSD
Industry-Leading Capacity, Performance, and Endurance (3 DWPD)

All-Flash-Array based on Seagate SAS SSDs
« Scaling performance and capacity without

: Key Specificati
breaking the bank

Capacity (TB) 1.9/3.8
* Accelerate applications and support more Form Factor 2.5in 7 or 15mm
users Interface / Architecture Dual 12Gb/s SAS
« Reduce power, space and cooling requirements [rescizaca 1,850 /850
»  SSD designed for most demanding enterprise  |FeakakB anee 190,000
applications o 4B Qg o) 35,000
* 2,500,000 hour MTBF with 5-year SSD warranty m;ver: Operating Modes 9.0 to 12.0

» T10 E2E and power loss data integrity protection

+ Enhanced reliability, data protection and security options (SD&D,
SED, FIPS)

&4 = o
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@m=was  Built With Full-Featured 5t Generation Storage Software

Small Form Factor Cluster Unified File (NFS, SMB) & Block (FC, iSCSI) Services

Ships with NexentaStor 5 & NexentaFusion

* File;: NFSv3/ NFSv4/ CIFS/ SMB3

* Block: iSCSI/ Fibre Channel
* Inline data reduction, unlimited snapshots & clones
e Thin Provisioning

«  Storage Quality of Service (QoS)
»  Long distance replication (scheduled & continuous async)

«  Ecosystem integration including
*  VMware , VAAI, VVOL & vCenter Plugin
*  Hyper-V, OpenStack (Cinder & Manila) & Docker

Management includes NexentaFusion, Self-Documenting
. RESTAPIs, CLI, & SNMP

y—)
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Grmmacs Enterprise Grade Full Featured Storage Solution

Small Form Factor Cluster Unified File (NFS, SMB) & Block (FC, iSCSI) Services

Ships with NexentaStor 5 & NexentaFusion
* File: NFSv3/ NFSv4/ CIFS/ SMB3

 Block: iISCSI/ Fibre Channel
* Inline data reduction, unlimited snapshots & clones

e Thin Provisioning
«  Storage Quality of Service (QoS)
»  Long distance replication (scheduled & continuous async)

«  Ecosystem integration including
*  VMware , VAAI, VVOL & vCenter Plugin
Hyper-V, OpenStack (Cinder & Manila) & Docker

Management includes NexentaFusion, Self-Documenting
. REST APIs, CLI, & SNMP

y—)
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Surson Ease of Management & Integration

&3 NexentaStor REST API

E.g. network/hosts)

Self-documenting REST API

auth Show/Hide ~ ListOperations = Expand Operations
m auth/change-password Change password for current logged in user
[ ot | auth/login Get auth token

APPLIANCE v APPLIANCESLIST v

REGISTER APPLIANCE =+

Appliances Total configured 12.6 TiB; Total installed 60.5 TiE

Intuitive Multi-System
User Interface

=
§)) APPUANCE ~  Nelms ~ DASNEOARD  MANAGEMENT  AVALTICS  ADMINSTRATION &
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node-10-175
° Monitor  Manage  Related Objects A | Rumning Faled
10 services
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@ Hieh svaiabily

Familiar VMware

Configured c clu;terNode1 clusterNode2
© ° .
('95 o sl a1 s 00, Integration
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CPU Utiliz:
Data Reduction Ratio Volumes File Systems.

node-10-
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All Flash

Targeting Broad Set of Enterprise & Cloud Workloads

Hybrid

Archive

)

Microsoft*

Application SQL Server

‘ 7
ORAC l_e p ;Aicrosoﬂ'

. Exchange

Workload Transactional Enterprise

Apps

vmware

Virtual Machines
Virtual Desktops

openstack”

o I Microsoft (g%
.. Hyper-V )

ﬂ/

Enterprise
File Servers

VEEQAIN @
COMMVAULT

VERITAS

NFS / Block
Backup & Archive

Inline compression on full system

Unlimited Snapshots & Clones, Storage QoS
HA & long distance replication (Scheduled and Continuous Asynch)
-~ Total Freedom = Single software stack, spanning all use cases and hardware configurations

High performance block and file services
Enterprise grade support and services

Scalability up to 640TBs (usable)

Unlimited file system size
Cost efficient data protection

L
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Preloaded w. Basic Configuration for Simple On-Site Install

$'nexenta

Cabling Diagram

The following diagram covers
« How to connect the manage}
« How to connect JBODs inclug

About
The Supermy
appliance pf
storage con
availability
ordered).

2U Unified Storag)

For more in
https://nex RAean
This documy
« Hardware
« Configural
« Online ac
« Opening 4

To completq
« Alaptop t}
configur;
« Two stang
storage
« IP configy
managef
« Internet 3)

Note: Ensure the IPM

Nexental
« Your Nexdg

¢ nexenta

« Connect the left side on-board ports to yq
« Configure your laptop with a static IP: 19;
« Connect your laptop to the right side por{
« Run through the configuration steps outli
« Connect your laptop to the right side pord
« Repeat through the configuration steps w

P

Power button

Systempower | a0 & [ Sptembeartbest
On board LANO On board AN
Power Fal 2 L Foverheatfanfail

/N sarery mroRMATION
IMPORTANT
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xenta

Configure Management IP Interface

Execute the following steps on each node

« Complete configuration of NodeA

®

B

B

j

1a.

. Verify that the lan0 link is up (this is the link to your management network

CLI@newnameA>link list
NAME CLASS STATE OVER MIU  SPEED

lan0 phys up lan0 1500 10000

. Create a static management IP interface lan0/mgmt on NodeA lan0 (replace a.b.c.d/24

below with your IP address and netmask)
CLI@newnameA>ip create static lan0/mgmt a.b.c.d/24

. Add a default gateway (replace a.b.c.d below with your gateway IP)

CLI@newnameA>route create default a d

. Add a DN server (replace a.b.c.d with your DNS IP address)

CLI@newnameA>net create dns a.b.c.c

. Verify that you can access the Internet:

CLI@newnameA>ping 8.8.8.8

8.8.8.8 is alive

Activate your NexentaStor software license as described on the license activation page
(below)

« Repeat steps 1 through 14 above on NodeB, using 192.168.128.11 as the default IP

To Management
Network

Pre-set configuration interfaces:
* NodeA:

* NodeB:

Log in credentials:

user: admin; password: Nexent@123

Copyright © 2017 Nexerta Systems, ALL RIGHTS RESERVED
www.nexenta.com

Part Number: 9000-ru-5.0-0000010-A April 2017
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@ Total Solution for Nexenta

Included Services

3-Year On-Site Next Business Day Service (OSNBD3)

Standard Business Hours, Next Business Day (9am to 5pm) Response

Service is available 8 hours per day within standard business hours, Monday to Friday, excluding
local holidays. A Supermicro authorized representative will arrive at the customer's site to begin
hardware maintenance service the next day after the service request has been received and
defective parts have been determined and shipped

Remote High-Availability Installation
Includes setup and testing of one cluster between two Nexenta nodes. Also includes auto-scrub
and auto- snap functions, as well as HA Cluster health check verification, complete Systems
Integration Guide documentation.

Duration 3 Year - OSNBD3

Point of Contact 24 Hours x7 days

Web Portal Access YES

Help Desk / Technical Support via Phone YES

Case Management Access to Supermicro service management team YES

Escalation management Access to Supermicro Service management team YES

Onsite Engineer Next Business Day
— Remote / Online Diagnostic & Support No, Uplift Available

ﬁ - h') . Nexenta Remote / System Installation & configuration Included
&

./* Appliance, Service, & Support ONLY available in North America, United Kingdom, and German

©2017 Supermicro®



Capacity Options

System Single Slides
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® All-Flash Array: 15TB to 61TB Usable A”_FIaSh Al’l’ay
Model: SSG-2028R-NEX2010

Seace—— All-Flash 2010/2020 - Based on 1.92TB SSDs

¢+ Expand using single 2U/24 expansion shelves
® File and Block Storage

+¢+ Fibre Channel & iSCSI

% NFSv3/NFSv4/SMB 3
® Each Controller node:

)/

s 4x SAS3/12Gb/s storage expansion ports
+ 2x onboard 10GBase-T / RJ45 ports Starts half populated with 1.92TB SSD

)

>

+ 2x available slots for optional FC HBA or 10GbE NICs
® Built with Seagate 1.92TB SSDs

+¢ Dual-parity device protection

«* Effective capacity* from 41TiB to 166TiB T 15TB

L)

*

61TB

Rear View

Usable Capacity Options for SSG-2028R-NEX2010
& SSG-2028R-NEX2020
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® All-Flash Array: 30TB to 184TB Usable All'FlaSh Al’l’ay
Model: SSG-2028R-NEX2020

Suremonces All-Flash 2030/2040 - Based on 3.84TB SSDs

¢+ Expand using up to 2x 2U/24 expansion shelves
® File and Block Storage

+¢+ Fibre Channel & iSCSI

% NFSv3/NFSv4/SMB 3 i T
® Each Controller node: > | 115

)/

> 4x SAS3/12Gb/s storage expansion ports
. 2x onboard 10GBase-T / RJ45 ports Starts half populated with 3.84TB SSD

L)

)

>

+ 2x available slots for optional FC HBA or 10GbE NICs
® Built with Seagate 3.84TB SSDs

+¢ Dual-parity device protection

«* Effective capacity* from 82TiB to 502TiB ——02TB 122TB

L)

*

61TB

Rear View A 184TB

Usable Capacity Options for SSG-2028R-NEX2030
& SSG-2028R-NEX2040




@ Hybrid Performance 4010 - Based on 2TB HDDs

® Hybrid Performance: 20TB to 106TB Usable

¢+ Expands using up to 2x 4U/44 expansion shelves
® File and Block Storage

+¢+ Fibre Channel & iSCSI

% NFSv3/NFSv4/SMB 3
® Each Controller node:

s 4x SAS3/12Gb/s storage expansion ports
> 2x onboard 10GBase-T / RJ45 ports

+ 2x available slots for optional FC HBA or 10GbE NICs

® Built with Seagate 2TB HDDs
+«»+ Mirrors with 1 to 3 hot-spare devices

Hybrid Performance

Model: SSG-6048R-NEX4010

)

>

L)

L)

Starts fully populated

*

«* Effective capacity* from 27TiB to 145TiB { 40TB 62TB

- T 84TB 106TB

Usable Capacity Options for SSG-6048R-NEX4010




@ Hybrid Capacity 4020 - Based on 4TB HDDs

® Hybrid Capacity: 48TB to 272TB Usable

¢+ Expands using up to 2x 4U/44 expansion shelves
® File and Block Storage

+¢+ Fibre Channel & iSCSI

% NFSv3/NFSv4/SMB 3
® Each Controller node:

)/

s 4x SAS3/12Gb/s storage expansion ports
> 2x onboard 10GBase-T / RJ45 ports
+ 2x available slots for optional FC HBA or 10GbE NICs
® Built with Seagate 4TB HDDs
+»» Dual-parity device protection with 3 hot-spares
s Effective capacity* from 65TiB to 371TiB | 96TB 160TB

Hybrid Capacity

Model: SSG-6048R-NEX4020

)

>

L)

L)

Starts fully populated

*

- —— - ] ~208TB 272TB

Usable Capacity Options for SSG-6048R-NEX4020




Grmmacs Archive 4030 - Based on 8TB HDDs

® Archive Array 128 - 640TB usable

¢+ Expands using up to 2x 4U/44 expansion shelves
® File and Block Storage

+¢+ Fibre Channel & iSCSI

% NFSv3/NFSv4/SMB 3

® Each Controller node:

s 4x SAS3/12Gb/s storage expansion ports

% 2x onboard 10GBase-T / RJ45 ports

+ 2x available slots for optional FC HBA or 10GbE NICs
® Built with Seagate 8TB HDDs

+«» Triple-parity device protection

X/

s Effective capacity* from 140TiB to 698TiB { 256TB 384TB

Archive
Model: SSG-6048R-NEX4030

Starts fully populated

Rear View

- X . 512TB 640TB

Options for SSG-6048R-NEX4030

Usable Capacity




Available Models

System Matrix

All-Flash

Hybrid

Archive

SSG-2028R-NEX2010
SSG-2028R-NEX2020

SSG-2028R-NEX2030
SSG-2028R-NEX2040

SSG-6048R-NEX4010

SSG-6048R-NEX4020

SSG-6048R-NEX4030

eal
Max 8KB IOPS (Mix 180,000 180,000 70,000 40,000 25,000
R:W)

Storage Media 1.9TB SAS SSD 3.8TB SAS SSD 2TB SAS 7k RPM 4TB SAS 7k RPM 8TB SAS 7k RPM
Pool Configuration All-Flash, Dual Parity '"gym‘:’s'\g‘e’f HygrﬁétDS”;;rF;i”ty All-Disk, Triple Parity
Raw Capacity (TB) 231092 46 to 276 42 to 218 84 t0 420 176 to 880

Usab"(*.r%a;pa“"ty 15 to 61 30 to 184 20 to 106 481272 128 to 640
Usab'?.rf;pa“"ty 15t0 55 92 t0167 18 to 96 44 1247 154 to 582

Sl 4110166 82 to 502 27 to 145 65 to 371 140 to 698
Capacity (TiB)

Expansion Chassis

Up to 2x 2U/24 bay - all flash JBODs supported (72 bays total)

Up to 2x 4U/44-bay JBODs supported (112 bays total)

28
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All Flash

Hybrid

Performance & High Availability

Archive

$2/ GB, usable $0.65/ GB, usable $0.45/ GB, usable

IOP Performance

Use Cases: High Performance VM,
Databases, Analytics, Mail Servers

Capacity: 15TB to 184TB usable
1.9TB & 3.8TB drive configs

Up to 2x 24-Bay all Flash
Expansion JBODs Supported

Mixed Workload

Use Cases: Virtual Environments,
Home Share, Enterprise Block & Files

e Capacity: 20TB to 272TB usable

e 2 Hybrid configs, options based on
workload

e Up to 2x 44-Bay Expansion JBODs |

Supported

Online Archive

Use Cases: Back-up, Disaster
Recovery, Archive

e Capacity:128TB to 640TB usable
o High capacity media configuration

e Up to 2x 44-Bay Expansion JBODs
Supported

NVMe

Usable $/GB is based on max capacity for each config, US MSRP pricing
» Pricing may slightly vary by region. Contact sales@supermicro.com to receive an official quote



SUPERMI

® Contact Solution Specialist
«* supermicro@nexenta.com
«» marketing@supermicro.com

® Product Details

¢ Visit Supermicro SDS Solutions Page:
http://bit.ly/SMCI_SDS

® Contact Your Local Supermicro
Reseller or Distributor for A Quote
+¢ Distributors include Lifeboat (US),
Northamber (UK), Boston (UK), and
g = others in your region

e

=

To Learn More:

SUPERMICR!

®

Supermicro Total Solution for Nexenta

Simple, Scalable, High-Availability Storage
Designed for Easy “Outof-the Box"Deployments

validated, and
Jabily,

full

Nexent;
featured unified file and blockstorage services.

including allNash, hybeid, and ll-disk. These configurations were specificaly designed to.

e servers and nearline archive s case needs.

Deploying unified storage avoids of
and s easy to manage via the mod
Fibre Channel and ISCSi for block,

Contact Us MySupermicro Global SKU Follow Us gStore

AllSupemnicro Unifed Storage Solf
‘components and offer a ulluite o
Ready to Deploy Configurations
Turn-key system configurations off
‘and density optimized for your ape]
configurations.
Backed by Comprehensive Supern]
Allsystems are backed by multiple
mission-citcal enterprise support]

Typical Enteny
wesiawesw /]

Solutions Newsroom Where to buy

« Supermicro® Solutions

Home » Solutions » Supermicro NexentaStor Solutions

© solutions © Supermicro NexentaStor Solutions
- Highly

© Supermicro Rack
Scale Design
Solution Overview
& Data Management
Supermicro and Nexenta storage solutions allow enterprise IT departments to transform their storage Infrastructure, increase
flexibility and agility, simplify management and dramatically reduce costs without compromising availability, reliabilty, or
functionality.

& Vitualization

© Openstack Cloud
Running on world-class server hardware, Supermicro and NexentaStor storage solutions deliver unified file and biock storage
e Software Defined services, and extremely powerful data protection capabilities.

Storage

Supermicro and NexentaStor storage solutions are ideally suited to support demanding enterprise applications in physical or

‘Supermicro Windows Storage virtual infrastructure, high performance media applications, and large-scale archive repositories.
acos Direct HCI
‘SuperStorage Coph
Supermicro-Nexenta Industry Leading Storage Server Hardware
- NexentaStor
© X10 platform with strong i bil
“NexentaEdge platform with strong expansion capability

« Intel® Xeon® processor E5-2600 v4 product family processing power
Supermicro Viware VSAN « Broadcom SAS3 HBA and dual channel expander backplanes

Supermicro Total Sokson or Multiple 10G or FC Ports for high OPS and throughput
Liareonzre. ouent High density, high performance JBOD design

Supermiro Specirum « Titanium Level power efficiency (36%)
‘Accelerate

Osigoaa Unified File and Block Services 1
10GbE NFSV3, NFSva
@ Virtual Desktop and 10GbE CIFS, SMB 3
Gaming 10GbE iscst
« 8Gbps/16Gbps Fibre Channel
Data Availability and Integrity
—

©2017 Supermicro®
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Questions?
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Thank You

supermicro@nexenta.com
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Disclaimer

Super Micro Computer, Inc. may make changes to specifications and product descriptions at any time, without
notice. The information presented in this document is for informational purposes only and may contain
technical inaccuracies, omissions and typographical errors. Any performance tests and ratings are measured
using systems that reflect the approximate performance of Super Micro Computer, Inc. products as measured
by those tests. Any differences in software or hardware configuration may affect actual performance, and
Super Micro Computer, Inc. does not control the design or implementation of third party benchmarks or
websites referenced in this document. The information contained herein is subject to change and may be
rendered inaccurate for many reasons, including but not limited to any changes in product and/or roadmap,
component and hardware revision changes, new model and/or product releases, software changes, firmware
changes, or the like. Super Micro Computer, Inc. assumes no obligation to update or otherwise correct or
revise this information.

SUPER MICRO COMPUTER, INC. MAKES NO REPRESENTATIONS OR WARRANTIES WITH RESPECT
TO THE CONTENTS HEREOF AND ASSUMES NO RESPONSIBILITY FOR ANY INACCURACIES, ERRORS
OR OMISSIONS THAT MAY APPEAR IN THIS INFORMATION.

SUPER MICRO COMPUTER, INC. SPECIFICALLY DISCLAIMS ANY IMPLIED WARRANTIES OF
MERCHANTABILITY OR FITNESS FOR ANY PARTICULAR PURPOSE. IN NO EVENT WILL SUPER MICRO
COMPUTER, INC. BE LIABLE TO ANY PERSON FOR ANY DIRECT, INDIRECT, SPECIAL OR OTHER
CONSEQUENTIAL DAMAGES ARISING FROM THE USE OF ANY INFORMATION CONTAINED HEREIN,
EVEN IF SUPER MICRO COMPUTER, Inc. IS EXPRESSLY ADVISED OF THE POSSIBILITY OF SUCH
DAMAGES.

ATTRIBUTION
© 2017 Super Micro Computer, Inc. All rights reserved.
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